1. 面对问题
   1. 64人同屏, 同步信息量大
   2. 即时对抗(炸弹人), 要求响应快速, 表现延迟低
   3. 二维格子, 碰撞简单, 地形信息简单, 位置信息简单
2. 技术点选型
   1. 帧同步(按时间帧来推动管理逻辑流程)
   2. 指令同步(只传递操作指令)
   3. 上传（UDP）+ 下发（UDP+可达性，顺序性保障逻辑）
3. 防作弊
   1. 非法/作弊操作 只能在本机进行表现, 其余客户端在运行操作指令时会有完整的检验逻辑, 会阻拦修正掉非法/作弊 操作;
   2. 服务端运行的战斗检验模块, 会对频繁出现 非法/作弊操作的客户端提出警告信息; 并同步最新状态信息, 强制矫正其非法操作带来的变化差异;
   3. 最终战斗结果以服务端跑的战斗校验结果为准, 非法/作弊 并不会改变战斗结果, 带来不正当的收益;
4. 同步流程图
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1. 时间预估
   1. 服务器战斗同步部分, 估计 1 个月左右(不包括战斗校验模块部分)
   2. 客户端实现时间会多余服务器(主要业务逻辑实现方)
2. 异常情况预案
   1. 预表现不符

根据实际帧执行结果, “平滑”修正预表现 (技术难点之一, 需要细化讨论)

* 1. 上传消息丢失,乱序(UDP)

会带来某一次的操作失效, 只影响网络状况较差的玩家本身; 影响面较小;

出现在网络状况较差时, 是种可理解,可接受的现象;

乱序: 上传消息带上时间戳或序号 等信息, 服务器收到是进行比较, 延迟太久才到服务器的进行抛弃, 避免影响正常操作序列; 可能会稍微增加网络差的假象;

增加对应统计信息, 统计每场战斗, 每个玩家, 不同网络状况情况下 丢失/乱序带来的影响 有多大(理论上,不会太大); 根据统计信息再做后续调整优化;

* 1. 下发消息 丢失/乱序

使用 UDP 作为传输协议; 但UDP 本身不能保证 顺序和可达性；

将通过自行实现的规则 来保证 （详细说明和与TCP的比较在文档--基于帧同步的Udp方案—中进行说明）；

增加对应统计信息, 统计网络延迟情况, 为后续修正优化提供参考信息

* 1. 网络异常

上文 (3)(4) 两项都是建立在网络不通畅的情况下才会出现, 但 帧同步,指令同步 方案本身, 就会极大量的较少同步信息, 减轻网络压力, 减少网络状况不佳情况的出现;

1. 重连处理方案

两种重连恢复方式

1. 服务器下发全量帧指令集, 客户端从头快速运算帧指令--无表现, 来追上最新的帧
2. 服务器发现最近某一帧的状态全量数据, 以及后续的帧指令, 客户端在这一帧的基础上通过追帧的方式, 快速播放, 追上正常帧节奏;
3. 其他说明
   1. 战斗校验模块逻辑需要客户端实现, 最好是和客户端同一套
   2. 客户端需要做到 战斗逻辑 和 战斗表现 完全分离
   3. 预表现修改的数据 需要和真实数据分离, 真实数据只能又服务器下发的同步帧驱动
   4. 难点: 预表现 错误时 的平滑修正;
   5. 物理碰撞, 寻路 可以根据<炸弹人>这种特殊的应用场景(二维格子), 做出特殊优化, 不会太难;
   6. 需要做到屏蔽浮点数, 和服务器统一下发随机数种子